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Todays agenda:

Phase 

2
Á Parallel Computing with MATLAB

ï DEMO

Phase 

3
Á Q/A

Phase 

1
Á UNSW has 99.999% of everything we make

ïWhat is the UNSW Full suite MATLAB Campus License

1 hour

5 minutes

10 minutes

45 minutes
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Phase 

1
You have a FULL suite Campus License
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Fast facts about the UNSW MATLAB License:

Á UNSW has a Campus Wide License of MATLAB

ï ALL(99%) products

ï ALL staff and students

ï ALL devices (personal and campus)

ï ALL access to MATLAB Online

ï Just remember
Á You MUST create a MathWorks account using your UNSW email address é 

otherwise NOTHING works

https://www.mathworks.com/login

Á Did you know é

ï MathWorks rolls out a NEW release every 6 months

Á ñaò in March

Á ñbò in September

ï You can install multiple releases onto your computers if 

you want to

Á eg:    R2015b, R2017a , R2019b

Á Is anybody using it ?
ï YTD 2020, 9000 unique people activated this License

ï + 2000 users have used MATLAB Online

https://www.mathworks.com/academia/tah-portal/university-of-new-south-wales-341489.html

https://www.mathworks.com/login
https://www.mathworks.com/academia/tah-portal/university-of-new-south-wales-341489.html
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Your Full Suite Software ïpart 1



6

MATLAB for Desktops 

Individual access on:

Å personal and

Å university-owned machines

Anytime, Anywhere Access for Faculty, Staff, Students, and Visitors

MATLAB Online

Access MATLAB with a 

web browser

MATLAB Mobile

Access MATLAB on 

iOS/Android devices

NO software 

installation 

required
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Your Full Suite Software ïpart 2

Clusters & HPC

Scale Up Computations Run compute -intensive 

MATLAB applications and Simulink models on compute clusters 

and clouds. MATLAB Parallel Server supports batch processing, 

parallel applications, GPU computing, and distributed memory.

FREE

You 

PAY Amazon for compute 

time

Bring your UNSW

MATLAB Parallel Server

License

https://www.mathworks.com/help/cloudcenter/ge

tting-started-with-cloud-center.html

Clusters & HPC

Bring your UNSW

MATLAB Parallel Server

License

Hosting provider

https://www.mathworks.com/help/cloudcenter/getting-started-with-cloud-center.html
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UNSW has a FULL SUITE Campus Wide License of MATLAB

So what does 

that mean ?

Software access:
Å ALL products (approx. 90)

Å ALL staff

Å ALL students

Å ALL campus computers

Å ALL personal computers

Å ALL access to MATLAB Online

https://www.mathworks.com

/academia/tah-

portal/university-of-new-

south-wales-341489.html

https://www.mathworks.com/academia/tah-portal/university-of-new-south-wales-341489.html
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Phase 

2
Parallel Computing with MATLAB
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NEVER FEAR, HELP IS HERE!

Is your MATLAB code 
execution slow?

Are your Simulink models 
taking forever to run? 

Do you need results from 
millions of computations?
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Agenda

Á Accelerating serial MATLAB code and Simulink models

Á Introduction to Parallel Computing with MATLAB

Á Speeding up computation with the Parallel Computing Toolbox (PCT)

Á Using GPUs with MATLAB

Á Scaling up to a Cluster/AWS using MATLAB Parallel Server (MPS)

Á Overview of Big Data Capabilities in MATLAB (optional)

Á Overview of Docker Containers for GPUs (optional)
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1. How can I speed up my Serial MATLAB Code?

Á Use the latest version!

ïMATLAB code now runs nearly twice as fast 

as it did four years ago

Á Use built-in functions and data-types

ïThese are extensively documented and  

tested with each other; constantly updated.

ïFunctions such as fft , eig , svd , and sort

are multithreaded by default since 2008. 

MATLAB can use multiple CPU cores for 

these without any additional effort.
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>> Use efficient programming practices

Try using functions instead of scripts. Functions are generally faster.

Instead of resizing arrays dynamically, pre-allocate memory. 

Create a new variable rather than assigning data of a different type to an existing variable. 

Vectorizeð Use matrix and vector operations instead of for-loops. 

Avoid printing too much data on the screen, reuse existing graphics handles.

Avoid programmatic use of cd , addpath , and rmpath when possible.
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>> example_better_coding_practices

~3x faster!

Also more compact and readable.

for-loop

Dynamic 

memory 

allocation

Recycled 

variable

for-loop

if-statement

Key takeaways:

>> Better programming habits lead to faster code

>> Use vectorised operations instead of loops

>> Use the built-in functions 
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What else can I do?

Á Use óticô & ótocô to time your code 

executions

Á Use MATLAB Profiler to analyse 

the execution time and find 

bottlenecks.

Á Load common variables from a 

file instead of executing code to 

generate them repeatedly.

Á For advanced users: Generate 

ómexô (MATLAB Executable) C/C++ 

or CUDA code from a function.

ïOr use the MATLAB Coder or GPU 

Coder Apps to generate code more 

easily

ïLots of supported functions

ïMassive speed-up for certain 

applications (sometimes up to 5x)

https://www.mathworks.com/help/matlab/matlab_prog/profiling-for-improving-performance.html
https://www.mathworks.com/help/matlab/ref/mex.html
https://www.mathworks.com/help/coder/ug/functions-and-objects-supported-for-cc-code-generation.html
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How to speed up Simulink?

Á Try using Accelerator mode. 

This compiles certain parts of 

the model to C-code.

ïNo limitations on type of model.

Á For long runs, try Rapid Accelerator 

mode. 

ïGood to try for long simulations, such 

as batch or Monte Carlo simulations! 

The speedup

Á JIT compiles (or generates C-code 

for) portions of the model

Á Running compiled code has less 

overhead

The tradeoff

Á There is overhead to generate code

Á Some run time diagnostics are 

disabled, e.g., inf/nan checking

The speedup

Á The Rapid Accelerator mode creates and runs a 

standalone executable from the model

Á If possible, this executable runs on a separate 

core than the MATLAB session

The tradeoff

Á Debugging capabilities are disabled, except for 

scopes and viewers

Á Entire model needs to support code generation

Á It takes time to build the Rapid Acceleration target
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Å JIT accelerator is faster than normal 

mode in many cases unless your 

simulations are short 

Å Rapid-accelerator has the least per-

step overhead but the most 

initialization overhead

Å Use Fast Restart between multiple 

runs if model doesnôt need to be 

changed

Å Additional Tip: Try using Referenced 

Subsystems instead of multiple 

different subsystems of the same kind:

Å Less compilation overhead

Å Beneficial for Accelerator Modes

accelerator

Simulation steps

S
im

u
la

ti
o
n

 T
im

e

normal

rapid accelerator

(JIT)

In
it

Simulink ïComparison of Methods

https://www.mathworks.com/help/simulink/ug/fast-restart-workflow.html
https://www.mathworks.com/help/simulink/ug/referenced-subsystem-1.html
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Now for something different:

ü So far weôve mostly talked about using only one core of your computer

üBut your CPU probably has many cores (2-16+), which you can utilise.

üYou may also have access to a GPU, which has hundreds of cores,

üOr a powerful workstation or HPC Cluster or an AWS EC2 instance with multiple cores. 

ü Now weôll look at how to utilise these.

ü You will need the Parallel Computing Toolbox for your local machine or 

MATLAB Parallel Server for remote clusters/cloud computing
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What is Parallel Computing?

Serial Parallel

Code executes in sequence Code executes in parallel


